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Abstract

In the present work, nine samples of Italian wines (three white, three red and three ros�e) from different denominations of origin

have been analysed by the static headspace sampling method to attempt to classify them by chemometric characterization of the

data obtained from a thin-film multisensor array. All wines have also been analysed to measure their ionic conductivity, pH and

alcoholic content. An electronic nose comprising four metal oxide semiconductor thin-film sensors has been used to generate a

typical chemical fingerprint (pattern) of the volatile compounds present in the wines. Principal component analysis and artificial

neural networks were applied to the generated patterns to achieve various classification tasks. The classification performance of nine

different pre-processing algorithms has been studied on the basis of three different sensor parameters and three different normali-

zation techniques. The wine patterns generation with array sensor signals and the chemometric treatment are fast and simple by

providing a recognition rate and a prediction rate as fairly high as 100% and 78%, respectively. These results can be considered

satisfactory and acceptable, with the selected variables useful to differentiate these wines by their class.

� 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Wine composition depends on many factors such as

grape varieties, ripening, soil and climate, must-

fermentation time, wine-making process, yeasts and

oenological microflora and wine aging type. Also, the

organoleptic properties for the same kind of wine are

different between the various vintage years. Of course,

the several grape cultivars are strongly affected by the
vineyards located in a typical geographical area. These

factors are extremely important for quality wines from

specific regions, such as protected designation of origin

(PDO) and controlled denomination of origin (CDO)

wines. Hence, the wine aroma presents an extremely

complex chemical pattern in both qualitative and

quantitative terms. It is well known that the flavour of a
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wine consists of over a thousand of volatile compounds
with a wide concentration range from a few ppm to

much higher quantities up to 10–15% in weight. Several

classes of compounds have been identified in the aroma

profile of a wine, the most important may be alcohols,

esters, acids, ketones, aldehydes, ethers, terpenes, lac-

tones, sulphur compounds, nitrogen compounds, car-

bonyl compounds, phenolic compounds, etc. It is

obvious that all aroma compounds play a role in the
characterization of the flavour pattern of a given wine.

In fact, the headspace of a specific wine is the

global chemical information intended as a weighted re-

sultant of each volatile compound constituent the wine

flavour.

As a general rule, the discrimination of the wines is

not an easy task due to the complexity and heterogeneity

of its headspace. However, the classification of the wines
is very important because of high economic value of the

wine-product for some geographical regions, e.g., the

various Italian areas such as Apulia and other world-

wide areas, to protect the quality wines, to prevent
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illegal adulteration of wines, to safeguard human health

from wines with high and super alcoholic content, to

guarantee the wine quality in import-export market and

to control beverage processing. Generally, the sensory

analysis based on the trained experts panel test is useful
in the wine classification task, but it is not always fea-

sible because of high-cost and is time-consuming and

sometimes without any objective estimation. Therefore,

it is interesting to use another methods for wine dis-

crimination essentially based on instrumental analytical

techniques. In fact, the common methods of chemical

analysis such as gas and liquid chromatography, mass

spectrometry, nuclear magnetic resonance and spectro-
photometry have higher reliability, longer processabil-

ity, low in situ measurableness and higher costs. In this

scheme of analytical methods, it has been proposed to

use a multisensors array based on electronic nose-type

combined to the multivariate statistical analysis tech-

niques. The electronic nose device has the advantage of

high portability for in situ and on-line measurements

with lower costs and good reliability.
Recently chemometric classification techniques and

pattern recognition analysis methods for wine and other

alcoholic beverages have received great attention and

have been largely used in the last years (Anklam, Lipp,

Radovic, Chiavaro, & Palla, 1998; Di Natale et al.,

1995; Di Natale et al., 1996; Frias, Conde, Rodriguez,

Dohnal, & Perez-Trujillo, 2002; Guadarrama, Fernan-

dez, Iniguez, Souto, & de Saja, 2000, 2001; Marengo,
Aceto, & Maurino, 2001; Pe~na, Latorre, Garcia, Bo-

tana, & Herrero, 1999; P�erez-Magari~no, Ortega-Heras,

& Gonzales-San Jos�e, 2002; Raptis, Siettos, Kiranoudis,

& Bafas, 2000). Several authors have proposed methods

to discriminate wines, recognising different compounds

as markers. The mineral ions have been studied for the

classification of Greek wines according to their geo-

graphical origin (Kallithraka et al., 2001). The poly-
phenol content in Spanish wines was determined by

HPLC for the differentiation according to their geo-

graphical origin using multivariate statistical analysis
Table 1

Physico-chemical characteristics of the wine samples

Sample Denomination Colour Alcoholic

(vol%)

Wine 1 Chardonnay del Salento White 12.5

Wine 2 San Severo White 11.0

Wine 3 Salento-Agrivia White 10.5

Wine 4 Soleto Red 11.5

Wine 5 Chianti Red 12.0

Wine 6 Matino Red 12.0

Wine 7 Mesagne Ros�e 11.5

Wine 8 Castel del Monte Ros�e 12.0

Wine 9 Salento-Mottura Ros�e 12.0

S., South; N., North and C., Central.
(Rodriguez-Delgado, Gonzalez-Hernandez, Conde-

Gonzalez, & Perez-Trujill, 2002). Also, the discrimina-

tion of wines was attempted on the basis of amino acid

composition by the use of statistical methods (Soufleros,

Bouloumpasi, Tsarchopoulos, & Biliaderis, 2003).
Moreover, characterization of the geographical origin of

Italian red wines from Apulia region based on nuclear

magnetic resonance has been performed by multivariate

statistical methods (Brescia et al., 2002).

The aim of this study is to chemometrically classify

some Italian wines belonging to various classes (white,

red, and ros�e) by using a multisensors array and artifi-

cial neural networks (ANNs) algorithms.
2. Materials and methods

2.1. Samples

The samples used in the experiments have been

bought from local marketers in sealed 750-ml bottles.
The samples analysed for this study were nine different

Italian wines: three white wines (Chardonnay del Sal-

ento, San Severo and Salento-Agrivia); three red wines

(Soleto, Chianti, and Matino); three ros�e wines (Mesa-

gne, Castel del Monte and Salento-Mottura) from dif-

ferent denominations of origin and vintage years. All

tested wines were from Apulia, a geographical region in

the Southern Italy, except one (Chianti) from Tuscania,
another geographical area in the Central Italy. All

Apulia wines were divided into three groups: six wines

from Southern Apulia, one from Central Apulia and

one from Northern Apulia. The samples of all wines

have been analysed by measuring their pH value and

ionic conductivity by using a pH-meter (Crison, model

GLP21) and a digital conductivity meter (Bicasa, model

BE103), respectively; while the alcoholic content of the
wines was the labelled value reported on the bottle. The

results of the analysis on the nine samples of wines are

reported in the Table 1.
content pH Ionic conductivity

(lS cm�1)

Origin/Vintage

3.43 2080 S. Apulia/2000

3.41 1965 N. Apulia/1998

3.47 1800 S. Apulia/2000

3.37 2100 S. Apulia/2000

3.35 2110 Tuscania/1999

3.32 2080 S. Apulia/1999

3.68 2400 S. Apulia/1999

3.05 1730 C. Apulia/2000

3.37 1840 S. Apulia/2000
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2.2. Multisensors array

A multisensors array-type electronic nose based on

four metal oxide (WO3) semiconducting thin-film sen-

sors has been applied for headspace analysis of
the wines. The electronic nose used has been home-

fabricated and home-developed for food and flavour

analysis purposes (Penza, Cassano, Tortorella, & Zac-

caria, 2001). The WO3 thin films were deposited by PVD

systems onto alumina substrates (10 mm� 10 mm� 0.6

mm). The thickness of the WO3 thin films was 300 nm.

Two front-face Al (150 nm) metallic strips (2 mm� 10

mm) were PVD prepared onto the WO3 thin films to
serve as electrical contacts for output of the single sensor

signal. A thin layer of metallic catalysts (platinum, gold,

palladium and bismuth) was separately PVD-deposited

onto the top-surface of the discrete WO3 thin films

sensing elements and between two strip-contacts in an

appropriate area (4 mm� 10 mm) in order to specifically

modify the sensor surface and to achieve useful cross-

sensitivity towards wines headspace. The experimental
details of the sensors array preparation have been re-

ported elsewhere (Penza, Martucci, & Cassano, 1998;

Penza, Cassano, & Tortorella, 2001). Table 2 shows the

technical characteristics of the sensing elements used in

the electronic nose.

2.3. Measuring setup and wines headspace sampling

The sensors were located in the test chamber (250 ml

inner volume) and thermally contacted to a heated

holder. The operating temperature of the sensors was

controlled and kept constant at 250 �C during the

sensing experiments.

The wine samples (300 ml) were closed for 30 min

into distinct graduated bottles (500 ml), bath thermally

maintained at 25 �C, for the generation of the headspace
before sensing analysis. Then, this generated headspace

was transferred into the sensors cell by dry air used as a

carrier flowed at a constant rate of 500 ml min�1. The

gas flow rate was controlled by a mass flowmeter. The

wine sampled headspace and dry air were alternately

switched into test cell by a three-way valve according to

a determined exposure time of 2 min and a proper re-

laxation time of the sensors of at least 30 min after ex-
Table 2

Characteristics of the WO3 thin-film (300 nm) sensors surface-

activated with different catalysts used in the sensing array for wine

analysis

Sensor Sensor type Catalyst Catalyst

thickness (nm)

Sensor 1 WO3:Pt Platinum 25

Sensor 2 WO3:Au Gold 55

Sensor 3 WO3:Pd Palladium 50

Sensor 4 WO3:Bi Bismuth 65
posure to wine headspace. Some no-back valves

were needed in order to avoid retrofitting of sampled

headspace.

In order to probe and verify the repeatability of the

responses of array sensors towards each wine flavour,
six samplings of the same headspace were measured.

Reference dry air was also used to condition the sensors

and to virtually set the array sensors signal to a baseline

level.

The electrical characteristics of each WO3 thin film

sensor in the array have been obtained by measuring the

electrical current flowing through the films biased by a

constant voltage in the format of two-pole probe. A
multimeter (HP 34401A) or a programmable electrom-

eter (Keithley 617) was used to measure the d.c.

electrical resistance of each sensor depending on the

dynamic range of the electrical resistance of the sensors.

A multiplexer (home-made), controlled by PC via par-

allel port, scanned the four sensors of the array at a

reading average rate of 4 s per cycle, or equivalently to

1 s per channel. A personal computer, GPIB interfaced
with all instrumental equipment under HP-VEE ambi-

ent, managed all operations sequence. The data of sen-

sors array are real-time visualized on screen and stored

for further analysis in order to perform the pattern

recognition techniques by means of a commercial soft-

ware package (Multi-Variate Statistical Package, MVSP

3.1) for principal component analysis (PCA) and an-

other commercial software package (Qwiknet V.2.22,
Craig Jensen, Kirkland, WA, USA) for artificial neural

networks (ANNs) algorithms application.

2.4. Data analysis

The problem of analysing the data generated by a

multisensors array is basically one determining the ex-

isting relationships between a set of independent vari-
ables (e.g., the output responses from a multisensors

array) and another set of dependent variables (i.e., fla-

vour class for the recognition task or chemical compo-

nents concentration for the quantification task). The

numerous multivariate data processing techniques are

either linear (i.e., they assume a linear relationship be-

tween independent variables and the dependent vari-

ables), such as PCA, or nonlinear, such as ANNs
(Gardner & Bartlett, 1999). The multivariate statistical

methods largely used can be either unsupervised (dis-

crimination of unknown flavour vectors), like PCA, or

supervised (the unknown flavour vectors are chemo-

metrically examined by relationships found a priori

from a set of known flavour vectors used in an initial

calibration, learning or training stage), like ANNs. As a

general rule, every multivariate classification scheme is
typically dedicated to a specific task, because the se-

lected variables useful for a good discrimination in a

given case may not be reliable in a different architecture.
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Hence, the multivariate statistical strategies need a trial-

and-error chemometric approach.

2.4.1. Principal component analysis

Principal component analysis (PCA) is a chemomet-
ric linear, unsupervised and pattern recognition tech-

nique used for analysing, classifying and reducing the

dimensionality of numerical datasets in a multivariate

problem. This method extracts the dominant features

from a data matrix in terms of a complementary set of

scores and loadings plots. In other words, the PCA

procedure can be applied by finding the eigenvectors of

the primary matrix of the datapoints, and to form a
transformation matrix from these eigenvectors ordered

so that the corresponding eigenvalues are in decreasing

order. The eigenvalues depend on the normalization

procedure applied to the input data prior to processing

and type of matrix (covariance or correlation) used for

PCA. PCA processes the data matrix by projecting the

multidimensional dataset onto a new coordinates base

formed by the orthogonal directions with data maxi-
mum variance. The eigenvectors of the data matrix are

called principal components and they are uncorrelated

among them. The magnitude of each eigenvector is ex-

pressed by the own eigenvalue, which gives a measure of

the variance related to that principal component. As a

result of the coordinates change, a data dimensionality

reduction to the most significant principal components

and an elimination of the less important ones are pos-
sible to achieve without any considerable information

loss. The main features of PCA are the coordinates of

the data in the new base (scores plot) and the contri-

bution to each component of the sensors (loads plot).

The score plot is usually used for studying the classifi-

cation of the data clusters; while the loads plot can be

used for giving information on the relative importance

of the array sensors to each principal component and
their mutual correlation (Penza, Cassano, & Tortorella,

2002).

2.4.2. Artificial neural networks

The most commonly used artificial neural network

(ANN) to analyse multisensor array data is the multi-

layer perceptron (MLP) trained by the error

back-propagation algorithm. An ANN consists of a
nodes-net of information processing elements called

neurones, which are connected together in a given way

depending on the net architecture. The strengths of

these connections are called weights, which are deter-

mined during the training stage for the supervised

neural networks. They acquired ‘‘knowledge’’ by the

calibration of the net tested by the prediction of un-

known input vectors, which are not included in the
training set used to learn the net. Generally, a MLP-

based ANN is organized into a sequence of layers: the

first layer is the input layer with a node for each vari-
able (e.g., one sensor response), the output layer con-

sisting of a node for each variable to be determined

(e.g., one flavour class or chemical concentration) and a

series of one or more hidden layers, between input and

output layer, consisting of a given number of nodes. In
an MLP, the nodes of the different layers are feed-

forward fully connected; in other terms, the informa-

tion directly flows from input layer to output layer of

the network. Therefore, the signals are propagated

from the input layer through the hidden layer(s) to the

output layer. A node thus receives signals via connec-

tions or weights from other nodes (or from the external

world for the nodes of the input layer). The net input
for a node j is given by

netj ¼
X

i

wjioi;

where i represents the nodes in a previous layer, wji is the

weight associated with the connection from node i to the

node j and oi is the output of node i. The output of a

node is determined by a nonlinear transfer function and

the net input of the node. One among the most popular
nonlinear transfer function (or activation function) is

the sigmoid (or logistic function)

oj ¼ f ðnetjÞ ¼
1

1þ exp½�ðnetj þ #jÞ�
;

where hj is a bias term or threshold value of the node j
responsible for accommodating nonzero offsets in the

data.

The adequate functioning of a neural network

strongly depends on the manner the signals are prop-

agated through the net. The weights play an important

role in this propagation and a proper setting of these

weights is essential. Usually, this setting is not known

a priori and the weights are initially given random and
set in a small values range. The process of adapting

the weights to an optimum set of values is called

training, or learning, or calibration of the net. A rep-

resentative training set is iteratively presented to the

input of the neural network and the difference between

the desired solution (target) and the net calculated one

(output) is used to adapt the weights step-by-step,

according to the learning algorithm. This difference, or
error, is back-propagated from output to input of the

network for a new iteration to correct the weights until

the network error converges to an estimated level ini-

tially assigned. In the delta learning rule, a difference

vector djk is calculated by using the following

equations:

djk ¼ ðtj � okÞð1� okÞ;

where tj is the target vector for a known class j and ok is
the calculated output vector. The synaptic weights are

modified using this difference vector djk. In the popular
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gradient descent method, on each iteration s, it is pos-

sible to write as follows:

DwðsÞ ¼ �gdjkf ðnetjÞ þ aDwðs�1Þ;

where g is the learning rate, which determines the rate
of convergence of the net to the desired solution of

minimum error, while a is the momentum term re-

sponsible of the stability of the convergence process. The

modified weights DwðsÞ are repeatedly fed back into the

net. As previously mentioned, this procedure is repeated

for a number of iterations (or epochs) until the network

error converges to a suitable level initially set. A mea-

sure of the network performance is the total sum
squared error Etss defined as follows:2

Etss ¼
Xp

k¼1

Xm

j¼1

d2jk;

where m represents the number of output neurones (or

similarly the output classes); while p is the number of

patterns in the input data set.

Many factors influence the performance of a

MLP-based ANN, such as the sensors array data pre-
processing algorithms, net architecture, weights con-

nectivity and the learning rule (Bishop, 1995; Gardner &

Bartlett, 1999).

2.4.3. Pre-processing algorithms

The general approach of using some pre-processing

techniques can significantly improve not only the clas-

sification performance of a linear technique, but also the
recognition ability of the nonlinear techniques. Hence,

we have evaluated the classification performance of nine

different data pre-processing algorithms by defining

three different sensor parameters – referred here as

models (xi) – and we have also studied, for each model,

the effects of three different normalization techniques –

referred here as methods (zi). Table 3 lists the models,

the methods and the equations used to define them. The
no normalization technique, obviously, does not pre-

process the data obtained by the models. The vector

array normalization sets the sensor values in a range

½0;þ1�, whereas the autoscaling sets the mean value (li)
Table 3

Definitions of the sensor models and normalization methods used for the ch

Model/Method Equation

Relative ratio xi ¼ Ri=Rf
a

Difference xi ¼ DR ¼ Ri � Rf

Relative difference xi ¼ DR=Ri ¼ ðRi � Rf Þ=R
No normalization

Vector array normalization zi ¼ xi=ðx1 þ x2 þ � � � þ xn
Autoscaling zi ¼ ðxi � liÞ=ri

b

aRf and Ri are the value of the steady state of the electrical resistance of the

t0 after start of exposure, and in dry air, respectively.
bli is the mean; ri is the standard deviation.
to 0 and the standard deviation (ri), or equivalently the

variance (mi), to 1. The vector array normalization di-

vides each sensor value by the sum of all array sensors

responses. This means that the flavour concentration

dependence of the magnitude of the sensor response has
been removed or reduced. Autoscaling is a scaling

method that gives equal weighting to each sensor in the

array and thus compensates for differences in the mag-

nitude of the sensor signals.

In our study, a total of 45 points were collected: nine

different wines sampled five times each. All set of ex-

perimental data was of 180 datapoints: 45 points

(number of wine samplings) measured by four different
sensors. For the chemometric characterization of the

wines by PCA pattern recognition, all 45 points have

been processed. For the wines classification by the

ANNs recognizer, the 45 points have been split into a

training set of 36 patterns and a test set of patterns. The

data of the first four exposures to wines headspace have

been utilized to train the network, while the fifth expo-

sure of each wine sampling was used to test the net.
3. Results and discussion

3.1. PCA-based classification of standard analysis data

and headspace of wines

Generally, the wines are characterized by standard
analysis consisting in the measurement of different

chemico-physical parameters (e.g., pH, total acidity (g

l�1), titratable acidity (g l�1), volatile acidity (g l�1),

malic acid (g l�1), tartaric acid (g l�1), alcoholic content

(vol%), ionic conductivity (lS cm�1), free SO2 (mg l�1),

total SO2 (mg l�1), residual sugar (g l�1), etc.) by con-

ventional analytical techniques. In our study, we have

considered only the routine analysis based on the alco-
holic content, pH and ionic conductivity, as reported in

the Table 1. These data have been processed by ex-

tracting the features by PCA method. Fig. 1 shows the

PCA results based on the three measured parameters for

the nine samples of Italian wines examined. The PC2–

PC3, PC1–PC3 and PC1–PC2 scores plots retain an
emometric characterization of the wines

Abbreviation

Ratio

Diff.

i Rel. Diff.

No norm.

Þ Array norm.

Autoscaling

single sensor in presence of the flavour sample under test at a fixed time



Fig. 1. PCA results of the standard analysis of wines by using data only

related to the alcoholic content, pH and ionic conductivity. The scores

plots (a) PC2–PC3, (b) PC1–PC3 and (c) PC1–PC2 retain an increasing

cumulative variance of 42.608%, 62.509% and 94.883%, respectively.

The nine wines under test are Chardonnay del Salento ðjÞ; San Severo

ðdÞ; Salento-Agrivia (m); Soleto ð.Þ; Chianti ðrÞ; Matino ð�Þ; Me-

sagne ðsÞ; Castel del Monte n and Salento-Mottura (,).
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increasing cumulative variance of 42.608%, 62.509% and

94.883%, respectively. It is completely evident that this

standard methodics does not allow a clear distinction of

the wines considered. As an example, the datapoints of

the two red wines (Chianti and Matino) are overlapped

in the PC2–PC3 plane and they are not well separated

even in the PC1–PC2 plane with the greatest cumulative

variance. Maybe, PCA method could better discriminate
the wines by enhancing the number of processed phys-

ico-chemical parameters.
An alternative way to discriminate wines is the

headspace analysis by using a multisensors array for

determining their chemical fingerprint from sensor sig-

nals. Different techniques of volatile components ex-

traction and sampling of the wine headspace have been
proposed by various research teams, such as the dy-

namic headspace (Guadarrama et al., 2000), the solid-

phase micro-extraction (SPME) (Guadarrama et al.,

2001), the stripping and the liquid–liquid extraction

(Ortega-Heras, Gonzales-San Jos�e, & Beltran, 2002), the

organophilic pervaporation (Pinheiro, Rodrigues,

Schafer, & Crespo, 2002) and the static headspace (Di

Natale et al., 1996). The static headspace method for the
wine analysis is very sensitive to highly or medium

volatile compounds present in high concentrations (a

few percents), such as ethanol or other interfering al-

cohols. Hence, this method is scarcely able to detect

trace compounds, which are responsible for the deter-

mination of wine aroma and provide the typical speci-

ficity of the wine headspace. However, the static

headspace is a simple, fast and reproducible sampling
method with extraction process automated, low-cost,

low-toxicity because no solvent is used for extraction. In

our measurements, the static headspace sampling has

been used to attempt to rapidly evaluate how the aroma

compounds present in the wine headspace at minor

concentrations (a few ppm) influence the specificity of

sampled wine for an possible attempt of characterization

of the wines under test.
Fig. 2 shows the typical transient responses of four

sensors, operating at 250 �C, exposed towards the

headspace of three different wines (one white, one red

and one ros�e), sampled by the static method with dry air

as carrier gas of the volatile components of the wine

headspace. The measurements were repeated six times

for each wine sample. As it can be noticed, the electrical

resistance (sensor signal) of each sensor downshifts upon
exposure of examined wine samples and returns to

baseline level when dry air is switched again into sensors

test cell to recover them. This typical behaviour of the

array sensors has been achieved with various kinetics for

all wines samples. The sensor responses are fast and

reproducible. The data so-obtained from multisensors

array have been processed by the PCA technique to

investigate the chemometric differentiation of the wines
sampled. For data homogeneity, only the last five ex-

posures over total six exposures (the first one off) for all

wines samples have been considered for further analysis

of classification.

Fig. 3 shows the score plot in the PC1–PC2 plane of

the data related to the four-sensor array using the nor-

malized responses (Ri=Rf ) as sensor signals for the nine

Italian wines (three white, three red and three ros�e)
considered. Array data from exposure to individual

ethanol and methanol (alcohols present in wine head-

space) have been also included in the PCA study in or-



Fig. 3. PC1–PC2 scores plot of nine wines (three white, three red and

three ros�e), sampled by static headspace, using the data of the nor-

malized responses (Ri=Rf ) obtained from a multisensors array of four

sensing elements. Five exposures for each wine sample have been

evaluated. The wines under test are Chardonnay del Salento ðjÞ; San
Severo ðdÞ; Salento-Agrivia (m); Soleto ð.Þ; Chianti ðrÞ; Matino ð�Þ;
Mesagne ðsÞ; Castel del Monte (n); Salento-Mottura (,). Also ethanol

ð}Þ and methanol (+) are indicated in the plot as comparative refer-

ence clusters.

Table 4

Variance captured by PCA performed on the correlation matrix of

data obtained from the normalized responses (Ri=Rf ) of the four sen-

sors in the array for nine Italian wines

PCs Eigenvalue Variance

(%)

Cumulative

variance (%)

1 3.410 85.238 85.238

2 0.550 13.760 98.999

3 0.040 1.001 99.999

4 0.000 0.001 100.000

Fig. 2. Typical time responses of the four sensors of array exposed to

the headspace of (a) Chardonnay del Salento (white wine), (b) Chianti

(red wine) and (c) Mesagne (ros�e wine). The exposure to each wine

headspace was repeated six times. The exposure time is 2 min. The

sensors operated at 250 �C. Dry air was used as reference and carrier

gas. The sensors used in the array are WO3:Pt (S1); WO3:Au (S2);

WO3:Pd (S3) and WO3:Bi (S4).
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der to set some reference clusters for comparison to the
wine clusters. The results obtained indicate that three

different macro-clusters referred to white wines, red

wines and ros�e wines are retained and two clusters of

ethanol and methanol are also discriminated, with

methanol better separated from ethanol and other wine

clusters. The clusters of the ros�e wines and white wines

are partially overlapped. However, within each wine

macro-cluster, the differentiation among the wines of the
same class fails, because the peculiarities (aroma com-

pounds present in low content) of the wine headspace

are hidden or cancelled by the interfering compounds

(mainly alcohols) present in high amount. As evidenced,

the different wines belonging to the same class are mis-

classified, although the cluster related to Chianti (a red
wine) is well discriminated; perhaps, due to its geo-

graphical origin (Tuscania) which is different from all

remaining wines (Apulia). Table 4 shows the percentage

variance for this PCA study. Moreover, the PCA anal-

ysis, performed on data from a four-sensor array by

using the other sensor parameters (DR, DR=Ri) and

normalization techniques (no normalization, autoscal-

ing), shows worse or not better discrimination for the
examinated wines.

3.2. ANN-based classification of headspace of wines

The discrimination of the tested wines belonging

to the same class (white, red, and ros�e) has been tackled

with a patterns recognizer based on artificial neural

network providing nonlinearity in the multivariate clas-
sification performance. A feed-forward fully connected



Fig. 4. Three-layered ANN used as patterns classifier for wines identification.

Fig. 5. A bar chart showing the effect of the three sensor models in-

vestigated (ratio, difference and relative difference) on the prediction

rate of the ANNs used for the task of discrimination of the nine Italian

wines under test.
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ANN has been trained with the back-propagation

learning algorithm. The classifier used, depicted in Fig. 4,
was a three-layer net architectured by an input layer with

four neurones, a hidden layer with 15 neurones and an

output layer with nine neurones. The available set of 45

points has been divided into a 36-point training set and a

9-point testing set.

The strategy used for the classification of the wines is

the so-called one-of-many encoding (Di Natale et al.,

2001). The output of the network is a multi-dimensional
vector with the number of the dimensions equal to the

number of the classes (wines) to be determined. Each

vectorial dimension is assigned to a class. In the net

training file, the class membership of a single data is

coded in a numerical format by assigning 1 to the be-

longing class and 0 to the all others, e.g., Chardonnay del

Salento code is (10000000); San Severo code (010000000)

and so on, finally Salento-Mottura code (000000001). In
the net testing file, the membership of an input data is

assigned to the class with greatest net output. The higher

is the ratio between the highest output and the second

greater output, the higher is the classification score of

the input data, the better is the estimation of the as-

signed membership.

All networks were trained with the learning param-

eters set to values of learning rate g ¼ 0:1; momentum
term a ¼ 0:95; an initial weights range ð�10;þ10Þ and

a activation function as sigmoid. The training process

was stopped before an over-training situation of the net

with the stopping criteria of 100% correct percentage of

the training set and a proper number of at least 10000

iterative epochs through the net up to a RMS error of

0.01 for each learned pattern. After training step, the
test set was presented to the trained ANNs to investi-

gate the identification capability of each net. The pre-
diction rate of a net, defined as the ratio of number of

correctly identified patterns to that of total test pat-

terns, has been evaluated. Fig. 5 shows a plot of only

the prediction rate for each of the three sensor models

examined for wines identification. It appears that the

ratio model is better than the others at classifying

the wine type, as previously outlined in PCA employing

the sensor responses (Ri=Rf ) as variables. Similarly, the
effect of the choice of the normalization method on the

percentage correctly classified has been also investi-

gated. Fig. 6 shows a plot of the prediction rate for



Table 5

Confusion matrix obtained by using the sensor parameter Ri=Rf , including

normalization and autoscaling), of the ANNs classifier performing the task

True/Predicted

class

Chardonnay

del Salento

San

Severo

Salento-

Agrivia

Solet

Chardon. Salento 3 0 0 0

San Severo 0 3 0 0

Salento-Agrivia 0 0 3 0

Soleto 0 0 0 2

Chianti 0 0 0 0

Matino 0 0 1 0

Mesagne 0 0 0 0

Castel del Monte 0 0 0 0

Salento-Mottura 0 0 0 0

The total data set to be identified consists of 27 points (9 wines� 3 meth

Table 6

Confusion matrix obtained by using the sensor parameter DR, including a

normalization, autoscaling), of the ANNs classifier performing the task of d

True/Predicted

class

Chardonnay

del Salento

San Severo Salento-

Agrivia

Solet

Chardon. Salento 1 2 0 0

San Severo 0 2 1 0

Salento-Agrivia 1 0 2 0

Soleto 0 0 0 2

Chianti 0 0 0 0

Matino 0 0 1 0

Mesagne 1 0 1 0

Castel del Monte 3 0 0 0

Salento-Mottura 0 0 2 0

The total data set to be identified consists of 27 points (9 wines� 3 meth

Fig. 6. A bar chart showing the effect of the three normalization

methods investigated (no normalization, array normalization and

autoscaling) on the prediction rate of the ANNs used for the task of

discrimination of the nine Italian wines under test. The error bars in-

dicate the standard deviation of the results averaged over all three

sensor models tested.
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each of the three normalization methods, as defined in

Table 3, and averaged over all the three sensor models

(or sensor parameters) investigated. A ranking of the

normalization algorithms was achieved from the high-

est method to the lowest method as follows as:
autoscaling, array normalization and finally no nor-

malization. Also, the accuracy of the normalization

methods is better than no-normalization algorithm with

their standard deviation about two times lower. These

results confirm that, usually, the data pre-processing

enhances the performance of classification of a neural

network with the autoscaling method better than array

normalization one.
The overall performance of the predictive recognizer

based on ANNs can be appreciated in details by the

confusion matrix obtained for each one of the three

sensor parameters used. The results are presented in

Tables 5–7, averaging the data (a 27-point set gener-

ated by 9 wines� 3 methods) related to each sensor

parameter over all the three normalization methods

considered. The map of the ANNs prediction perfor-
all three normalization methods investigated (no normalization, array

of discrimination of the nine Italian wines under test

o Chianti Matino Mesagne Castel del

Monte

Salento-

Mottura

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

1 0 0 0 0

3 0 0 0 0

0 2 0 0 0

0 0 2 0 1

0 0 2 1 0

0 0 2 1 0

ods).

ll three normalization methods investigated (no normalization, array

iscrimination of the nine Italian wines under test

o Chianti Matino Mesagne Castel del

Monte

Salento-

Mottura

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

1 0 0 0 0

3 0 0 0 0

0 2 0 0 0

0 0 1 0 0

0 0 0 0 0

0 0 0 0 1

ods).



Table 7

Confusion matrix obtained by using the sensor parameter, DR=Ri, including all three normalization methods investigated (no normalization, array

normalization and autoscaling), of the ANNs classifier performing the task of discrimination of the nine Italian wines under test

True/Predicted

class

Chardonnay

del Salento

San

Severo

Salento-

Agrivia

Soleto Chianti Matino Mesagne Castel del

Monte

Salento-

Mottura

Chardon. Salento 2 0 1 0 0 0 0 0 0

San Severo 0 3 0 0 0 0 0 0 0

Salento-Agrivia 0 0 3 0 0 0 0 0 0

Soleto 0 0 0 3 0 0 0 0 0

Chianti 0 0 0 0 3 0 0 0 0

Matino 0 0 0 1 0 2 0 0 0

Mesagne 0 0 0 0 0 0 3 0 0

Castel del Monte 0 0 0 0 0 0 3 0 0

Salento-Mottura 0 0 0 0 0 0 3 0 0

The total data set to be identified consists of 27 points (9 wines� 3 methods).
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mance has been summarized per each wine sample and

wine class in Table 8, including all data from Tables

5–7, in order to better outline the wine classification

results. As an example, the white wines class has been

100% correctly predicted by the sensor parameter

Ri=Rf , whereas in the ros�e wines class only 22.2% was

correctly predicted by the sensor parameter DR. In

addition, some wine samples have been 100% correctly
predicted (Chardonnay del Salento, San Severo, Sal-

ento-Agrivia, Soleto, Chianti and Mesagne) by using

the proper sensor parameter as input to ANNs rec-

ognizer; but, unfortunately, some other wine samples
Table 8

Prediction rate of the ANNs classifier by using the different three

sensor parameters investigated, including all three normalization

methods, for each wine sample and wine class examined

Class/Wine Prediction rate (%)

Sensor parameter averaged over

all three normalization methods

Ri=Rf DR DR=Ri

Chardonnnay del Salento 100 33.3 66.7

San Severo 100 66.7 100

Salento-Agrivia 100 66.7 100

All white wines mean 100 55.56 88.9

Soleto 66.7 66.7 100

Chianti 100 100 100

Matino 66.7 66.7 66.7

All red wines mean 77.8 77.8 88.9

Mesagne 66.7 33.3 100

Castel del Monte 33.3 0 0

Salento-Mottura 0 33.3 0

All ros�e wines mean 33.3 22.2 33.3

Data are from Tables 5–7.
have not been correctly predicted at all (Castel del

Monte and Salento-Mottura). These two misclassified

wines belong to the ros�e wines class with the lowest

prediction rate. Probably, the prediction rate could be

successfully improved by analysing the wines with

other sampling methods – different from static head-

space – able to better detect the trace volatile com-

pounds of the headspace for a more accurate wines
discrimination. In fact, the specificity of the wine

headspace is highly influenced by low-content volatile

compounds; therefore the interfering high-content

compounds have to be removed from the headspace

by using more suitable sampling methods to guarantee

an enhanced sensing of the aroma-relevant compounds

(Pinheiro et al., 2002).

The specific identification results based on the ANNs
classifier for the nine Italian wines by using the three

no-normalized sensor parameters as inputs to the nets

have been illustrated in Figs. 7–9. The predicted classes

by ANNs classifier are compared to the true classes by

studying the net output and the target value. Assuming

a classification threshold of (0.1, 0.7) with the first term

as superior limit and the second term as inferior limit

for the lower net output and highest net output, re-
spectively, the wine patterns analysis has been evalu-

ated. As it is clearly evident, the resulting classification

by the ANNs correctly identifies some wine samples,

while others are misclassified with the prediction

rate achieved for the three sensor parameters (ratio,

difference and relative difference) of 78%, 22% and 67%,

respectively.
4. Conclusions

In this paper, the identification of the nine distinct

Italian wines has been attempted. The standard analysis



Fig. 7. Patterns of ANNs classification by using the no-normalized sensor parameter Ri=Rf as input to the neural network for the nine Italian wines

studied.
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data (pH, alcoholic content and ionic conductivity) have

been performed by multivariate statistical methods, such

as principal component analysis, for classification pur-
poses by showing misclassified wine cases. Mainly, the

application of a multisensors array, used as electronic

nose-type sensing system, for the chemical analysis of the

headspace of nine several Italian wines (three white, three

red and three ros�e) fromdifferent denominations of origin

and vintage years is presented. The static headspace
sampling of the wines has been employed due to its

characteristics of simplicity, rapidity and reproducibility.

The chemometric characterization of the sampled wines
by means of the data collected from a four-sensor array

associated with an artificial neural networks algorithm

facilitates the clustering and differentiation of the exam-

ined wines to achieve various classification tasks. The

classification performance of the neural network has

been evaluated by using nine different pre-processing



Fig. 8. Patterns of ANNs classification by using the no-normalized sensor parameter DR as input to the neural network for the nine Italian wines

studied.
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algorithms on the basis of three different sensor parame-

ters (ratio, difference and relative difference) and three
different normalization techniques (no normalization,

array normalization and autoscaling). The best results

obtained indicate a recognition rate and a prediction rate

as high as 100% and 78%, respectively. These figures of

merit are respectable and satisfactory. The net classifica-

tion performance of the sampledwines could be enhanced

by using more selective and sensitive headspace sampling

methods responsible for the specific wine aroma in order
to better discriminate the samples tested. This work

demonstrates the feasibility of an electronic nose forwines
discrimination.
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Fig. 9. Patterns of ANNs classification by using the no-normalized sensor parameter DR=Ri as input to the neural network for the nine Italian wines

studied.
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